
Journal Club 08/07/2019

Presented by Jun Ma





1. Background & Motivation

2. Boundary Loss

3. Experiments

4. Beyond Boundary loss

3

Outline



1. Background & Motivation

CNN for medical image segmentation

ArchitectureData Loss functions

L(pred, label)

Recent researches on data augmentation: https://twitter.com/AtoAndyKing/status/1147189669462970369

A collection of SOTA segmentation methods: https://github.com/JunMa11/SOTA-MedSeg

https://twitter.com/AtoAndyKing/status/1147189669462970369
https://github.com/JunMa11/SOTA-MedSeg


1. Background & Motivation

Cross Entropy (CE)
Dice

Distribution-based Loss Region-based Loss

Two commonly used loss functions
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1. Background & Motivation

Boundary Loss

A lot of variants…
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2. Boundary Loss

Aim: minimize the distance between two boundaries

It can not be used directly as a loss.

[Boykov et al. 2006]
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2. Boundary Loss
CNN outputs 𝑠𝜃(𝑞) Omit

boundary loss

In the experiments, boundary loss is used 

in conjunction with generalized dice loss. 

(2)
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3. Experiments: training protocol

Model: 2D U-Net

Optimizer: Adam

Learning rate: 0.001; halved if the validation performances do not improve during 20 

epochs

Batch size: 8

Server:  NVIDIA GTX 1080 Ti GPU with 11GBs of memory

Code: pytorch. https://github.com/LIVIAETS/surface-loss

Others:  α was initially set to 1, and decreased by 0.01 after each epoch, until it reached the 

value of 0.01.

https://github.com/LIVIAETS/surface-loss
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3. Experiments: results

https://www.youtube.com/watch?v=2MWuEoOJ6fo

https://www.youtube.com/watch?v=2MWuEoOJ6fo


4. Beyond Boundary Loss
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Any connection?
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Both dice loss and 

boundary loss aim to 

minimize the mismatch 

region.

The key difference is 

weighting method.



4. Beyond Boundary Loss

Geometry-based loss

Active contour loss

Level set loss

The whole loss function picture

Which one should we use for medical image segmentation tasks?
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4. Beyond Boundary Loss

But, there are some side evidences…

Wong, Ken CL, et al. "3d segmentation with exponential logarithmic loss for highly unbalanced object 

sizes." International Conference on Medical Image Computing and Computer-Assisted Intervention. 2018.

Dice + Cross entropy



4. Beyond Boundary Loss

But, there are some side evidences…

Zhu, Wentao, et al. "AnatomyNet: Deep learning for fast and fully automated whole‐volume segmentation of head 

and neck anatomy." Medical physics 46.2 (2019): 576-589.

Dice + Focal loss



4. Beyond Boundary Loss

But, there are some side evidences…

Isensee, Fabian, et al. "nnU-Net: Breaking the Spell on Successful Medical Image Segmentation." arXiv preprint 

arXiv:1904.08128 (2019).

Dice + Cross entropy



4. Beyond Boundary Loss

But, there are some side evidences…

Kervadec, Hoel, et al. "Boundary loss for highly unbalanced segmentation." International Conference on Medical Imaging 

with Deep Learning. 2019.

Dice + Boundary loss



Take home message

 Boundary loss is compliment to regional losses (e.g, Dice loss). It can be 

used for any standard segmentation networks.

 Using compound loss functions is a better choice for medical image 

segmentation tasks.

A collection of loss functions https://github.com/JunMa11/SegLoss

https://github.com/JunMa11/SegLoss


Thanks for your attention!


