
Recurrent Models of Visual Attention
Journal Club: 16th April 2018



● A network architecture which can glimpse at data and decide what parts are 

useful:

○ Focus on parts of an image

○ Process timeframes in video 

○ Move an agent which interacts with a scene

● Uses a retina-like sensor to interpret ROIs - multi res

● Remove the “sliding window” protocol that we all tend to use when processing 

images





RNNs
Originally designed to model sequences of data e.g. sentences

Short term memory (h)

- Allowing them to look into the past (for a predetermined time)
- Updated based in previous time point and x (input)



Saliency Maps

http://what-when-how.com/pattern-recognition-and-image-analysis/a-visual-saliency-map-based-on-random-sub-window-means-pattern-recognition-
and-image-analysis/



Recurrent attention model (RAM)
Think of this is an agent looking at a scene

● C1: Can only see a subset of the scene at a time (bandwidth limited sensor)
● C2: It can only extract info only in a local region or narrow frequency band
● C3: Agent can choose where it want to go next (sensor resources)

At each time step, the agent receives an award
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Experiments
Glimpse network: 2 fully connected layers (128 neurons in each)

Location network (f_l): two component Gaussian with fixed variance (x,y)

Action network (f_a): linear softmax classifier (256 neurons)
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http://www.cs.toronto.edu/~vmnih/docs/attention.mo
v


