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Why Generative Models

● Generative models are poorer discriminators 
than discriminative models

● Synthetic data!
– “What I cannot create, I do not understand”        - 

Richard Feynman

Style Transfer



  

Background: GANs

● Introduced by Ian Goodfellow et al in 2014 [2]
● Motivation in 2014
● Successful deep learning applications 

– Discriminative models

– Supervised learning framework

– Mapping rich high dimensional input (e.g. image) to class label

● Deep generative models 
– Model estimation techniques for deep learning (backprop) depend 

on piece-wise linear units (with a well defined gradient) 

– Unclear how to leverage this in a generative context 



  

Generative Models

Probabilistic Discriminative models

Generative Models 

p( y∣x ; θ)

p(x , y ;θ)



  

GAN Training Architecture

● Generative machine 
– Does not model likelihood 

p(x, y)  directly

– But can generate samples 
from the distribution

● Generator maps 
probabilistic input to data 
samples

● Discriminator discriminates 
between real and generated 
samples 



  

GAN Minimax Optimization

● Single value function that one agent 
maximizes and one agent minimizes

● Global optimum is a saddle point 
– Minimum with respect to generator 

parameters

– Maximum with respect to discriminator 
parameters

● Discriminator maxes
– Probability of assigning correct label to 

both training samples (x) and 
generates samples G(z)

● Generator minimizes
– Probability that discriminator correctly 

labels generated samples



  

GAN Optimization: In Practice

● Simultaneous application of mini-batch SGD
● k steps optimizing D, one step optimizing G
● Training stops when discriminator is unable to 

distinguish real and fakes: p(G) = p(x)
● Lots of tricks needed to help with convergence / 

stability:
– https://github.com/soumith/ganhacks

https://github.com/soumith/ganhacks


  

Early GAN: DCGAN (Radford 2015)

Generator

Discriminator



  

Common GAN Extensions

● Conditioned GAN (cGAN)
– p(x | c) obtained by adding c 

as input to G and D

– Text-to-image, image-to-image, 

● Inference nets
– Predict z given x or G(z)

● Semi-supervised learning
– Features from inference or 

discriminator nets used to 
boost performance of 
classifiers cGAN



  

Other Important Deep Generative 
Models

● Deep Generative auto-
encoders 
– Variational Auto Encoders 

(VAEs) 

– Deep AutoRegressive 
Networks 

● Google Deep Mind

● Adversarial Auto Encoders 
– Goodfellow Group, Open AI



  

GAN vs VAE

● GAN
– Optimized for generative task, better sample fidelity

– Challenging optimization where D and G updates must be 
synchronized 

– No direct way to evaluate model quality, compare models (no 
likelihood)

● VAE
– Easy optimization 

– Tractable likelihood

– Sample images tend to be lower quality 
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Data Augmentation

● Goal
– Improve CNN liver lesion classifier with synthetic 

data

– Expensive dataset 

● Data
– 182 CT scans from 2009-2014

– 53 cysts, 64 mets, 65 hemangiomas

– 2D ROIs cropped by radiologist to 64x64

Cysts

Mets

Hemangioma



  

Experiment

● Data augmentation with classical transforms
– Rigid (translation, rotation, reflections) 

– Scaling 

– No shear

– 30,000 “Aug” samples created

●  Synthetic data created using GAN
– GAN trained with real and classically augmented data

– “Synth” samples created



  

Experiment

● Effect of data augmentation on classifier 
performance measured over range of 
augmentation samples / approach
– Real

– Real+”Aug”

– Real+”Synth



  

Classifier

Conv/Pool
Conv/Pool
Conv/Pool

Dense
Dense

Softmax



  

GAN Architecture (DCGAN)

Implemented with tensorflow

Note open source tf implementations of DCGAN available online: 
https://github.com/carpedm20/DCGAN-tensorflow

https://github.com/carpedm20/DCGAN-tensorflow


  

Results



  

Radiologist Assessment of 
Synthesized Data

● Two radiologists attempted to classify synthetic 
and real ROIs

● Accuracy was similar but poor on both real and 
synthetic images (70%, 78%)



  

GANs in Medical Imaging

● CT Denoising
● Segmentation
● Anomaly detection
● Medical image synthesis
● Image reconstruction, compressed sensing
● Image classification

https://github.com/xinario/awesome-gan-for-medical-imaging

https://github.com/xinario/awesome-gan-for-medical-imaging


  

My Interest in GANs

● Shoulder physiotherapy 
exercise evaluation from 
inertial sensor data

● cGAN with upper 
extremity kinematic 
model
– Correct class imbalance

– Increase training samples
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